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The validity of Monte Carlo  simulation  in studies of 
scattered  radiation  in  diagnostic  radiology 

Heang-Ping  Chan  and  Kunio  Doi 
The Kurt Rossmann Laboratories for Radiologic Image  Research, Department of 
Radiology, The University of Chicago, 950 East 59th  Street, Chicago, IL 60637, USA 

Received 13 April 1982, in final form 26 June  1982 

Abstract. A  computer  program using Monte  Carlo  methods has been  developed for the 
simulation of photon  scattering in tissue-equivalent  phantoms for incident x-rays in the 
diagnostic energy range. The study verified that the sampling schemes used in the program 
can produce  random  samples according to the  theoretical  probability  distribution  functions 
which describe  the  photon-scattering process. The Monte  Carlo  program was applied to 
determinations of the  scatter  fractions and edge responses for various phantom sizes, 
x-ray energies, and recording systems. These  quantities were also measured  experi- 
mentally under  comparable imaging conditions. Excellent agreement was obtained 
between  the  predicted  and  experimental results. This investigation established the validity 
of our  Monte Carlo calculations for  studies of the physical characteristics of scattered 
radiation in diagnostic radiology. 

1. Introduction 

One of the  important  factors affecting radiographic  image  quality is the  scattered 
radiation arising from  interaction of the  photons with the  object being  radiographed. 
The large  amount of scattered  radiation  results in reduction of image  contrast.  In 
order  to devise an effective antiscatter  technique-for a radiographic-procedure,  one 
must  have  a  thorough  understanding of the physical characteristics of the  scattered 
radiation. Up  to now, very limited experimental  data have  been  published  regarding 
important  properties  such as the  scatter fraction,  angular  distribution,  and  spectral 
distributions of the  scattered radiation  under  diagnostic imaging conditions (Wilsey 
1921,  Hettinger  and Starfelt 1959,  Hettinger  and Liden 1960, Reiss  and  Steinle 1973, 
Motz  and  Dick 1975, Dick et a1 1978,  Strid  1976,  Barnes er a1 1976, Levine  and 
Hale  1980, Burgess and  Pate  1981). 

Theoretical  investigation of the  properties of scattered  radiation has also  been 
attempted; however, in analytical approaches  multiple  scattering  processes  are inevi- 
tably neglected.  Monte  Carlo  calculation is  by far  the most successful method  for  the 
simulation of the stochastic  process of particle  transport in a  scattering  medium. 
Koblinger  and Zarand  (1973)  performed a  Monte  Carlo  simulation  study of photon 
scattering in chest radiography. A more  extensive  calculation of organ  dose with 
Monte  Carlo  methods was carried out by Rosenstein er a1 (1976)  for various  diagnostic 
procedures.  Dance  (1980) applied Monte  Carlo  methods  to predict the integral 
radiation  dose to  the  breast in xeromammography.  These  authors,  however,  concen- 
trated  on  determining  the  dose  distribution in the organs  during the radiographic 
examination.  Other  important characteristics of scattered  radiation  were  not  con- 
sidered. Reiss and Steinle (1973) used Monte  Carlo  calculations  to  investigate the 
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physical properties of scattered  radiation  under  diagnostic  imaging  condition.  Their 
results  comprise  the first extensive data  on  the  angular  and  spectral  distributions of 
scattered  radiation in diagnostic  radiology.  However,  they  did  not  consider the effect 
of the  energy  response of recording  systems  on  the  detection of scattered  radiation. 
More recently,  Kalender (198 1) employed  Monte  Carlo simulation to calculate  scatter 
data  for  some diagnostic  imaging  conditions;  however,  he  emphasised the  scatter 
fractions  without  providing  detailed  information  on  other  important  properties. 

We  have  conducted  a  comprehensive  investigation of the imaging  properties of 
scattered  radiation in diagnostic  radiology by means of Monte  Carlo calculations 
(Chan  1981).  Here, we  will describe  the  Monte  Carlo  photon  transport  program  for 
the  simulation of photon  scattering in a  homogeneous  tissue-equivalent phantom. We 
applied the  program  to  determine  scatter  fractions  and  the  spatial  distribution of the 
scattered  radiation  emerging  from  a  Lucite  (methyl  methacrylate  (C5H8O2),,  also 
known as Plexiglas or  Perspex)  phantom  onto  the image  plane  for  various phantom 
sizes, incident  energies,  and screen-film systems. The predicted  results  were  compared 
with experimental  measurements  performed  under  similar  conditions  for verification 
of the validity of our  Monte  Carlo calculations. These  comparisons establish the basis 
of applying the  program  to  the  study of the various physical properties of scattered 
radiation  (Chan  1981) which will be published  elsewhere. 

2. Description of the  Monte Carlo program 

A schema of our  Monte  Carlo  code for photon diffusion in tissue-equivalent phantoms 
is shown in figure 1. In the diagnostic  energy  range, three  interaction processes-the 

Figure 1. Schema of a computer program for the simulation of photon  transport in a scattering medium 
by Monte Carlo  methods. 
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photoelectric effect, coherent scattering,  and  incoherent scattering-have to  be  con- 
sidered.  An  x-ray  photon impinges  on the surface of the  phantom.  The incident 
energy of the  photon is determined  from  the  energy  distribution of the  x-ray  spectrum. 
Its initial  direction is chosen  based  on the  spatial  distribution of the  x-ray  beam.  The 
entry  point is calculated  according to  the  geometry of the  irradiation.  We will describe 
in the following sections the essential features of the  methods we used for  tracing 
photon histories in the  phantom.  A  more  detailed discussion can be  found in the 
work by Chan  (1981). 

2.1. Determination of free path length 

The  free  path length p of the  photon is obtained by a  random sampling with an 
inversion method?  from  the  exponential probability  density  function (PDF) of p : 

such that p = (l/@) In 6, where 6 is a  random  number uniformly  distributed in the 
interval (0, l] and p is the  total linear attenuation coefficient of the  scattering  medium 
at the  energy of the  photon. 

1.0 
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Figure 2. Comparison of results of Monte  Carlo  simulation  with  the  theoretical  curve for exponential 
attenuation of a 60 keV  monoenergetic  x-ray  beam in  Lucite.  Number of incident  photons, lo’. 

The sampling procedure simulates the  attenuation of a  primary  beam in a  narrow 
beam  geometry in the  phantom.  An  example  for  a pencil  beam of 60 keV  photons 
incident  on  Lucite is shown in figure 2. The solid  line is the  expected survival 
probability,  and  the  points  are  the  Monte  Carlo  results  for lo5 samples. A linear 
least-square fit to  the  points yields a  slope, i.e., -p ,  of -0.228, as compared to  the 
input  value of -0.229. 
t The  Monte  Carlo  sampling  techniques,  such  as  the  inversion  method  and  the  rejection  method,  have 
been  documented by a  number of authors,  e.g.,  Hammersley  and  Handscomb (1964), Raeside (1976). 
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The interaction site is calculated from the free  path length and the incident 
direction, as  will be described in section 2.6. Once it  is determined  that an interaction 
occurs inside the  phantom,  one of the  three interaction processes is selected by random 
sampling according to  the relative cross-sections of the processes at the  appropriate 
photon energy. 

2.2. Photoelectric effect 

If the photoelectric effect  is chosen, the  photon is assumed to be totally absorbed at 
the interaction site. Fluorescence x-rays  are  not  traced because the atomic numbers 
2 of the elements in materials equivalent to soft tissue, such as water or Lucite, are 
low. The fluorescence yields of these low-2 elements  are small, and the energies of 
the fluorescence x-rays  are below 5 keV,t which  is chosen to be the cut-off energy 
in our calculations of photon histories. Therefore,  a  photon history ends after the 
first photoelectric event. 

2.3. Coherent scattering 

If coherent scattering occurs, the  scattered  photon retains its original energy, and no 
energy is deposited. The scattering angle 8 of the  photon, defined as the angle between 
the direction of flight before and that after the  interaction, is sampled from the 
differential cross-section of coherent scattering for a molecule of the scattering 
medium: 

=$r20(1 +cos2 e)F2,(u2)  (2) 

where ro is the classical electron radius, dR = 27r sin 8 de is the solid-angle element, 
dvTh,e/dR is the Thomson differential cross-section per electron, and F: ( v ’ )  = 

n,F: (U, Zi) is the  square of the form factor of a molecule, which one obtains by 
assuming that  the coherent cross-sections of individual atoms combine independently. 
N is the number of different kinds of atoms, and ni is the number of atoms of the 
same kind in the molecule. The variable U combines the  dependence of the form 
factor on the scattering angle and the  photon energy E: 

It varies frcm zero at 8 = 0 to  the maximum value B at 8 = 7r such that B = 29.1433 
(E/moc2)J2 for a given E, where moc2 is the rest mass energy of an electron. 

The  square of the atomic form factor, FP (U, Zi),  is the probability that  the Z 
electrons of the atom take up a recoil momentum without absorbing any energy. The 
atomic form factors have been tabulated in the  literature  (Hanson et a1 1964, Cromer 
and Waber 1974, Hubbell and 0verbg 1979). For a given Zi, F i ( v , Z i )  decreases 
rapidly from a maximum  value of Zi to  zero as U increases from zero to infinity. Thus, 
the differential cross-section of coherent scattering is strongly peaked in the forward 
direction, especially for high-energy photons and low-2 elements. These trends can 

t Note  that  the  mean  free  path of a 5 keV photon in water is about 0.24 mm;  this is much  smaller  than 
the  dimensions of the  area or volume  elements  used  in  our  calculations. 
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Figure 3. Comparison of results of Monte  Carlo simulation (dots) with theoretical angular distributions 
(solid line)  for  coherent  scattering at photon energies of ( a )  20 keV and (6) 80 keV, and for incoherent 
scattering at photon  energies of (c) 20 keV and ( d )  80 keV; all in Lucite, and lo5 samplings in each case. 

be  observed in figures 3(a)  and ( b ) ,  in which we plotted  the differential  cross-sections 
for  Lucite  at 20 keV  and 80 keV,  respectively. 

Since the  area  under  the  curve of ducoh,m/dfl is small  compared with the  area of 
the smallest  rectangle  that  can  enclose  this  curve,  the efficiency of sampling,  i.e., the 
probability  that a  sample is to  be  accepted, will be very low if one uses the  rejection 
method  to  obtain  random samples  from  this  function. In  our calculations, therefore, 
we chose the generalised  rejection method suggested by Carter  and Cashwell (1975). 
In this method, duCoh,,/dfl is regarded  as  the  product of two PDFS, f l (u2)  = 
(1/ri)(dc7Th,e/dfl)  and f 2 ( v 2 )  =,F?,, ( u 2 ) / I ( f i 2 ) ,  where f1(v2)  is normalised to a 
maximum of unity and I ( v 2 )  =I," F; ( v 2 )  do2. A random  sample is first obtained with 
the inyersion method  from  the  cumulative  distribution  function of 
f i ( u 2 ) ,  f 2 ( v 2 )  dv2 = I ( u 2 ) / I ( 0 2 ) ;  this u 2  is then accepted with probability f l (v2) .  
I ( v 2 )  can be  derived by numerical  integration  from  the  tabulated  form  factors.  It is 
important  to  note  that, for  a given material, I ( v 2 )  depends only on v 2 ,  but  not  on  the 
photon  energy  or  the  scattering angle  independently.  Therefore, only one  table of 
( I ( v 2 ) ,  v 2 )  pairs  from v' = 0 up  to  the value of f i 2  corresponding to  the maximum 
energy of interest  needs  to  be  stored in the  computer.  For a given E, one can calculate 
6* and  determine I ( f i 2 )  from  the  table by linear  interpolation. A random  sample of 
v 2  is then given by another  linear  interpolation  from  the inverse  table ( v 2 ,  I ( v 2 ) ) ,  such 
that v 2  =I-'(,$ I(C2)) ,  where 6 is a random  number. 

Figures 3(a) and ( b )  show the differential  cross-sections of coherent  scattering in 
Lucite,  plotted  as  a  function of cos B. The solid  curves are calculated  from equation 
(2) scaled by l / r i .   The points  are  random samples which we obtained by use of the 
generalised  rejection  technique  described  above. It is appardnt  that, except  for 
statistical  fluctuations, the  Monte  Carlo samples closely follow the  theoretical  curves. 
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These results verify that  our  Monte  Carlo sampling  scheme  can generate  scattering 
angles  for coherent  scattering  events according to  the physical model. The efficiency 
of this  sampling  scheme depends on the  photon  energy  and  the  material.  For  Lucite, 
the efficiencies are  about 78% and 94% at 20 keV  and 80 keV,  respectively. 

2.4. Incoherent scattering 
In an  incoherent  scattering  process,  a  photon collides with an  atomic  electron  and 
imparts  some of its energy  and monentum  to  the  struck  electron,  the  photon being 
deflected  from  its  original  direction of flight. The energy of the  scattered  photon, E' ,  
as  derived by Compton, is 

E ' = E / [ ~ + ( E / ~ ~ ~ ~ ) ( ~ - c o s ~ ) ] .  (3) 

Hence, by the law of conservation of energy,  the  kinetic energy of the recoil  electron 
is given by the difference  between E and E'. 

The maximum  energy  transferred to  the  electron in Compton  scattering of a 
100 keV incident photon is about 28 keV,  corresponding to an  electron  range of only 
about 13 p.m in water  (Evans 1972). The energy of the recoil  electron is therefore 
assumed to  be  absorbed  at  the  interaction site. Furthermore, if the  energy of the 
scattered  photon is less than 5 keV,  the cut-off energy  for  our  calculations,  the  photon 
is assumed to  be  absorbed locally, and  the  photon history is terminated. 

The  differential cross-section of incoherent  scattering is governed by the Klein- 
Nishina  formula, modified by the  incoherent  scattering  function: 

dcincoh,m/dfl= (dcFN/dflPrn ( U )  

The Klein-Nishina formula was derived  for  the  interaction of a photon with a free 
electron. S,(U) = Zf"=l niSi(u, Zi) is the  incoherent  scattering  function  for a  molecule 
of the  scattering  medium, assuming that  atomic cross-sections are additive. The 
incoherent  scattering  function of an  atom,  Si(u,  Zi), represents  the  probability  that an 
atom will be raised to any  excited or ionised state when  a photon  imparts a recoil 
momentum  to  an  atomic  electron.  It  thus  takes  into  account  the effect of electron 
binding on  the differential  cross-section of incoherent  scattering. 

The incoherent  scattering  functions  have  been  tabulated in the  literature  for all 
elements  (Cromer  and  Mann 1967, Cromer 1969, Hubbell et a1 1975). Si(u,Zi) 
increases  rapidly, especially for  low-Z  elements,  at small  values of U and  approaches 
a  maximum  value of Zi at large U. Therefore,  the  incoherent  scattering function 
modifies the Klein-Nishina cross-section  most  prominently  for  small-angle  scattering 
of low-energy photons in high-Z  elements, i.e., under  conditions  where  the effect of 
electron  binding is strong. 

In our  Monte  Carlo  program,  dcincoh,m/dfl is considered to  be  the  product of two 
PDFS, gl(cos 8 )  = ( l / r i )  dcfN/df l  and  g2(v) = S m ( v ) / S r n ( 5 ) ,  which are normalised to a 
maximum of unity. For a given photon of energy E, a  sample of cos 8, and  hence  the 
corresponding  values of E' and  U, is first determined by a rejection  technique?  from 
gl(cos 0) ;  this U is then  accepted with probability  g2(o).  It  should  be  noted  that, since 
t The efficiency of the  rejection  technique for the Klein-Nishina formula  decreases with increasing energy. 
Therefore, for high-energy photons,  other sampling methods  (e.g.,  Kahn 1956, Everett et al 1971) may 
be preferred. 
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S,(v) for  a given material  depends only on v, the  method  requires only one  table of 
(S,(v), v )  pairs to  be  stored in the  computer  for all photon  energies  and  scattering 
angles. 

Figures 3 ( c )  and ( d )  demonstrate  the differential  cross-sections of incoherent 
scattering in Lucite  at  photon  energies of 20 keV  and 80 keV,  respectively. The  sharp 
drop of the cross-section in the  forward  direction illustrates the  electron-binding effect 
when the  energy  transferred to  the  electron is small. It is apparent  that  the angular 
distributions  obtained by random sampling  agree closely with the  theoretical  curves. 
This  comparison verifies that  our  method can generate samples of scattering  angles 
in an  incoherent  scattering  process which are in accord with the  theoretical  distribu- 
tions. The efficiency of the  sampling  scheme used depends  on  the  photon  energy  and 
the  material.  For  the two  examples  shown here,  the efficiencies are  about 56% and 
5 1 '/o, respectively. 

2.5. Determination of the azimuthal angle 

The azimuthal  angle 4 in coherent  or  incoherent  scattering is uniformly  distributed 
in the  angular interval (-T, 7r] because all directions  around  the initial  line of flight 
of the incoming  photon are equally  probable. Since sin 4 and cos t,b are  the  relevant 
quantities  to  be  used in the calculation of the  interaction  site of the  photon, we 
employed  a  two-dimensional  generalised  rejection  technique  (Von  Neumann 1951) 
which can determine sin t,b and cos 4 directly.  In  this method, a  pair of random 
numbers (tl, 52)  is generated  and  transformed linearly to a  point (x ,  y )  on  the x-y 
plane,  where x = 2 t 1  - 1, y = 2 t 2  - 1. The  points  outside  the unit circle centred  at  the 
origin, i.e., X'+ y z  > 1, are  rejected. The points  retained  are  then  uniformly  distributed 
inside the unit circle, and  therefore 

( 5 )  

and 
x 2 - y 2  

cos t,b =- 
x + Y  

correspond to  the sine  and  cosine of an  azimuthal  angle  uniformly  distributed in 
(-r, v ] .  This  method  does  not involve the calculation of trigonometric  functions  or 
square  roots; it is thus  more efficient in terms of computer  time  than  other  methods 
which determine 4 only. 

We  have  compared  the  distribution of azimuthal  angles,  obtained by the two- 
dimensional  generalised  rejection  technique, with the uniform  distribution.  It is 
confirmed that  the  relative sampling  frequency of the  azimuthal angle is uniform  over 
the  range -v <t,b S 7r except  for the small  variation around  the  expected  constant 
value which is caused by the  inherent  statistical  fluctuations. 

2.6. Determination of the  interaction site 

The coordinates of all collision sites are calculated with reference to a fixed coordinate 
system  whose  origin is located  on  the  surface of the  scattering  medium  and whose 
z-axis  coincides with the  central ray of the  incident  beam. If  th: nth collision which 
the  photon  undergoes is a  scattering  process,  either  coherent  or  incoherent,  and if 
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the deflection  angle and  the  azimuthal angle  after the  scattering  have  been  determined 
by the  methods discussed in the  preceding sections, the  site of the  (n + 1)th collision 
can be  derived in terms of the known  quantities.  For  convenience,  a  primed  coordinate 
system  displaced  translationally  from the fixed coordinate  system  and with its origin 
at  the  nth collision site is introduced. The geometrical  relationships of these  quantities 
are illustrated in figure 4. By using these  relationships, one can derive  (Chan  1981) 
en+, and 4n+l in terms  of On, +hntl and 4";  the  (n + 1)th collision site with 
reference to  the  unprimed  coordinate system is then given by 

=x, sin cos (7) 

y n + l  = yn + p n + l  sin &+l  sin 4,+1 (8) 

z,+l = Z,  COS encl. (9) 

These  coordinates,  together with the  geometry of the  phantom,  determine  whether 
the ( n  + 1)th collision can  occur  inside the  phantom.  They also specify the  site of 
energy  absorption in the  phantom in case the  (n + 1)th  interaction  event is due  to  the 
photoelectric effect or  incoherent  scattering. 

Y / 

Y '  

1 
Z '  

Figure 4. Coordinate systems and quantities used for the  determination of interaction sites of a  photon in 
a  scattering  medium. (x,,, yn, 2, )  are the  coordinates of the nth collision site with reference to the  unprimed 
coordinate system, f i n  is a unit vector, = p/p ,  in the  direction of flight of the  photon  after  the (n - 1)th 
scattering, pn is the  free  path  length between the (n - 1)th  and nth collisions, 8" is the angle between bn 
and i after  the (n - 1)th scattering (0 < 8, S T ) ,  (not shown) is the azimuthal angle relative to the  x-axis 
after  the (n - 1)th scattering (-T < 4,, S T ) ,  w , + ~  is the deflection angle in the nth scattering,  i.e.,  the angle 
between and  and is the azimuthal angle in the nth scattering, defined to  be the angle between 
the  plane  formed by p̂ , and and  the  plane  formed by p̂. and 2'. 

If a  primary or  scattered  photon  penetrates  the  phantom  and impinges on  the 
image  plane,  the  probability of energy  deposition in the  screens is derived analytically 
from  the energy and direction of each  individual photon incident on  the  screens,  and 
from  the  coating  density,  the mass energy  absorption coefficients, and  the  total mass 
attenuation coefficients of the screen  phosphor  material.  For  incident  energies  above 
the K edge of the  high-2  element in the  phosphor  material,  the  reabsorption of the 
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K-fluorescence  radiation emitted  from  the  high-Z  element is included in the calculation 
of x-ray  energy  absorption by use of the  K-reabsorption  factor  (Chan  1981,  Chan 
and  Doi  1983).  Other  secondary processes are  neglected. 

We have  previously discussed the  relationship  between  the  x-ray  energy  absorbed 
in the  screen  phosphor  and  radiographic film density  (Chan  1981,  Chan  and  Doi 
1983).  We  deduced  that  the film density is related to  the  x-ray  energy  absorbed in 
the  phosphor by the  characteristic  curve of the film. This  simple  sensitometric  relation- 
ship allows a  theoretical  prediction of the screen-film system  response  to  radiation 
by calculation of the  energy  deposited in the  screens. 

3. Calculation of scatter fractions 

Figure 5 illustrates the  geometry used in the  Monte  Carlo calculations. A pencil beam 
of photons impinged  normally on the  surface of a  homogeneous  Lucite  phantom. The 
phantom was infinite in area  and uniform in thickness. A pair of screens was placed 
parallel to  the exit  surface of the  phantom. 

For comparison with experimental  data,  polyenergetic  x-rays were used as the 
input  spectra. The spectra  were  measured with a  high-purity  germanium spectrometer 
system in our  laboratory  (Chan  1981).  The  x-ray  source was a  Siemens 150/30/50R 
tungsten-anode  tube with a  Siemens  Tridoros  150G-3  generator.  The  linear  attenu- 
ation coefficients for the  photoelectric effect, incoherent  scattering,  and  coherent 
scattering in Lucite  are  plotted in figure 6 .  They  were  computed  from the  elemental 
cross-section data  tabulated by Storm  and Israel (1970).  For  photon energies  above 

'.p\ 10 
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Figure 5. Geometrical  model used in the Monte 
Carlo calculations: A pencil x-ray beam impinges 
normally on  the surface of a  plane parallel phantom 
of infinite area. A pair of screens is used as the 
recording system. 

Photon  energy [ k e V  1 

Figure 6. Linear  attenuation coefficients for photon 
interactions in Lucite, (C5Hs02)n, density 
1 .19gcm-~.  
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25 keV,  Compton  scattering is the most probable  interaction process,  accounting  for 
the large  scattering  component involved in x-ray diagnostic  examinations. 

We included  nine  recording  systems in the calculations in order  to  study  the effect 
of detector  response  on  the imaging  properties  of  scattered  radiation. One of these 
is a  perfect-absorption  system, which was assumed to absorb all photons incident  on 
the image  plane.  We  chose  eight  different  screens which contain six different  phosphor 
materials-Detail, Par  Speed,  Hi-Plus  (CaW04),  Quanta I1 (BaFCl),  Quanta I11 
(LaOBr),  Lanex  Regular  (Gd202S),  X-Omatic  Regular  (BaSrS04)  and B  G Mid Speed 
(Y202S/Gd202S)  systems.  These  phosphor  materials  represent  the typical phosphors 
used in commercial  fluorescent  screens. 

The  Monte  Carlo  program  traced  the  path of each  individual photon. If a photon 
penetrated  the  phantom in the  forward  direction,  the probability  and  location of 
energy  deposition in the  screens were determined  from  the exit  polar  angle  and 
coordinates of the  photon.  The  spatial  distribution of the  scattered  radiation, which 
can be called the  point  spread  function?  recorded  on  the screen-film system, PSF 

(x, y ) ,  was determined  as follows. Since both  the  phantom  and  the  recording system 
were  isotropic, the  spatial  distribution of energy  absorption in the  screens would  also 
be rotationally  symmetric.  It was therefore  convenient  to  choose  the  area  elements 
on  the image  plane to be  concentric rings centred at the  transmitted  primary  ray. A 
radial  width of 2 mm, which was much  larger  than  the  mean  free  paths of the  energetic 
electrons  released in the  photoelectric  or  Compton process in the  screens  under 
diagnostic  conditions, was chosen  for the rings. The  total  energy  absorbed in each 
area  element was computed.  In  the  central ring, the  energy  absorbed  due  to  the 
primary  and the  scattered  photons was determined  separately.  The  energy  density at 
a  radial  distance  from the  centre was obtained  as  the  energy  absorbed  per  unit  area 
in the  corresponding  area  element.  The  spatial  distribution of the  energy  density  due 
to scattered  radiation  absorbed in the  screens  per unit  absorbed  primary  radiation 
corresponded to  the  point  spread  function. 

The scattered  radiation,  is(x,  y),  absorbed in the image  plane  for  an  extended 
incident field of area A is given by a  convolution of the  point  spread  function with 
the intensity  distribution,  ip(x, y ) ,  of the  transmitted primary  radiation  recorded on 
the  same  screens: 

is(x, y )  = jj PSF (x  - X ’ ,  y -y’)i,(x’, y ’ )  dx’  dy’. (10) 

For a  uniform, infinitely broad  and parallel  primary beam,  equation (10) can be 
simplified to  an  integration of the  point  spread  function, multiplied by the intensity 
i, of the  transmitted  primary  radiation  absorbed  on  the  screens.  Thus,  is is independent 
of the position (x, y ) :  

A 

m 

i s= ip  J J  PSF(x-x’,y-y’)dx’dy’ 
“OD 

m 

= i, PSP (X’, y’) dx’  dy’. (11) 
-m 

+ Note  that  the  point  spread  function of scattered  radiation  defined  here is different from the  conventionally 
defined  point  spread  function,  the  volume of which is normalised  to  unity. 
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If the variable is changed to  the radial  distance r, equation (1 1) becomes 
m 

is = i, PSF (r)27rr dr. J 
0 

The  scatter function, F, recorded  on  a screen-film system is defined as the  ratio  of 
the  absorbed  scattered  radiation  to  the  total  absorbed  radiation: 

To derive  the  scatter fraction  from  an  incident pencil beam as used in the  computer 
simulation, we obtained i s  from  a  summation of the energy  deposited by all scattered 
photons,  whereas i ,  was the energy  deposited in the  screens by the  transmitted  primary 
beam. 

Figure 7 shows the  scatter fractions  calculated  at  different  thicknesses of Lucite 
for  the nine  recording systems with an 80 kV  incident  spectrum.  Except  for the results 
obtained with a  20 cm thick Lucite  phantom,  the values are  the averages  for 10 runs, 
each with lo4  incident  photons.  Twenty  runs  were used for  the  20 cm phantom.  The 
standard  deviation of the  mean  scatter fractions is less than 1%. This  standard 
deviation  accounts  for only the statistical  uncertainty of the  Monte  Carlo calculations. 
As can be seen  from the figure, the  scatter fraction  increases rapidly as the thickness 
of the  scattering medium  increases.  For  Lanex  Regular  screens, it  is 88% for  the 
20 cm thick phantom,  resulting in only 12% of the image  contrast  that would be 
achieved in a  scatter-free  situation. 
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Figure 7. Dependence of the  scatter  fraction  on thickness of the  Lucite  phantom for an 80 kV incident 
beam and nine different recording systems. The scatter  fractions were determined with Monte Carlo 
calculations. 

The  recorded  scatter fractions depend  on  the  screens used.  This  dependence is 
caused  primarily by the difference in the energy  response, which is due  to  the atomic 
composition, and  the coating  density of the screen  phosphors. For calcium tungstate 
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screens, the K edge occurs at  69.5  keV  and  therefore relatively few photons in the 
80 kV  spectrum  possess  energies  above  the  tungsten K edge. The relatively  higher 
transparency to primary  photons is responsible  for the fact that  the  scatter  fractions 
are  larger  than  those  obtained with the  other  screens, which contain K edges  at lower 
energies. The relative  sensitivity of the  screens  to  scattered  radiation  thus varies with 
the incident x-ray  energy.  At 80 kV, the  Par  Speed  and  Detail systems are  the most 
susceptible to  the effects of scattered  radiation,  whereas  the  Lanex  Regular  and 
Quantum I11 systems are less susceptible. 

For  screens of the  same  phosphor  material,  the thicker the  screens  are,  the lower 
the  scatter fractions  they  detect,  since the  absorption of scattered  radiation in the 
screens  increases less rapidly than  does  the  absorption of primary  photons  when  the 
thickness of the  phosphor increases. The perfect-absorption  detector  records  the 
lowest scatte;  fractions.  This  can be explained by the fact that, in screens of finite 
thickness,  a  smaller  proportion of primary  photons  than  scattered  photons is absorbed 
due  to  the higher  penetrating  power  and  shorter  path  length of the  primary  component 
in the  screens. In  a  perfect-absorption  detector  such as a thick NaI crystal,  this 
differentiation in the  absorption of scattered  and  primary  components is eliminated. 

4. Measurement of scatter fractions 

Scatter  fractions  were  measured with the  experimental  set-up shown in figure 8. Lucite 
blocks 50 X 50 cm2 in area  and 2.5  cm in thickness  were  used as the  scattering  medium. 
To obtain  a  desired  total  thickness, we combined  an appropriate  number of these 
blocks. The Lucite  phantom was supported by four  adjustable screws on a heavy 
platform, so that  the spacing  between the  Lucite  and  the  platform could be  varied. 
The surface of the  platform was covered with a  thick  layer of lead which reduced  the 
backscatter. The screen-film system  contained in a  cassette was centred on the 
platform  under  the  phantom. A phantom-to-film  spacing of 2.5 cm was used in this 
study. 

X - r a y   t u b e  

, 
\ 

beam stops 1 

Screw 
Lead plate 

Figure 8. Experimental  set-up  for  the  measurement of scatter  fractions. 
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To measure  the  scatter  fractions, we placed six lead discs, 4 mm thick and  ranging 
from 2.5 mm to 10 mm in d(ameter, on top of the  Lucite.  These  lead discs were  thick 
enough  to  prevent  the  primary  beam  from  reaching  the  screen.  Therefore,  the film 
density  behind  the discs was caused by scattered  radiation  alone,  whereas  the film 
density  outside  the disc  images was caused by both  primary  and  scattered  radiation. 

The lead discs were  positioned  evenly on the  circumference  and also at  the  centre 
of a  circle which was about 10 cm in diameter.  The  minimum  distance  between two 
lead  discs was approximately 5 cm,  and the  distance  from  any  lead disc to  the closest 
edge of the  phantom was about 20 cm.  With  this arrangement,  the  change in the 
amount of scattered  radiation  under  a  beam  stop  due  to  the  presence of the  other 
beam  stops  should  be negligible,  because the  portion of the  surrounding  area  covered 
by the  other  besm  stops was much  smaller  than  the  irradiated  area.  However,  the 
amount of scattered  radiation  recorded  at  the  centre of each  disc  image was reduced, 
since the disc blocked  a  column of primary  radiation  from  entering  the  phantom  above 
the disc image,  Consequently,  the  scatter  fraction  measured with each of the six discs 
decreased with increasing disc diameter.  The  scatter  fraction  for  a uniformly irradiated 
phantom could be  obtained by extrapolation  from  these six values to  zero disc area. 

The radiation  source was a Siemens Bi 125/3/50  RG microfocus tungsten-anode 
tube with a  Tridoros 150G-3 three-phase twelve-pulse x-ray  generator. A focal  spot 
of 200 *m nominal size was used for  the  exposures.  The focal  spot to film distance 
was 200 cm. The whole  surface  area of the  Lucite  phantom was irradiated.  This 
geometry yielded a  maximum  obliquely  incident  angle of less than 8 deg. The incident 
radiation was therefore assumed to  be  approximately  a  parallel  beam. 

With  the small  spacing  from the  phantom  to  the film and  the  large  distance  from 
a  beam  stop  to  the  edge of the  phantom,  the  experimental  set-up  just  described would 
be  a  good  approximation  to  the  geometry  used in the  Monte  Carlo calculations, which 
simulated  a  uniform  parallel  x-ray  beam  incident on a  phantom of infinite area,  since 
the tail of the  point  spread  function  for  radial  distances  larger  than 20 cm contains  a 
negligible amount of energy  under  diagnostic imaging  conditions. 

In the  measurements,  the thickness of the  Lucite  phantom was varied  from 2.5 cm 
to 20 cm in increments of 2.5 cm. The six lead discs were  placed in contact with the 
phantom  surface in all exposures.  For  each  Lucite thickness, three films of slightly 
different  background  densities, in the  range of 1.8 to 2.5, were  exposed.  Three 
additional films were  exposed with the  phantom  removed  and with the  lead discs 
supported in air  at  their  same  locations by a  piece of film base  mounted on a  supporting 
frame. In this  way, we were  able to  estimate  the  scattered  radiation  from  the 
surroundings  other  than  the  phantom.  The  main  source of this  scatter  component 
was the  backscattered  radiation  from  the  cassette.  The  characteristic curve  of the 
screen-film system was produced with an  inverse-square  intensity-scale  sensitometer 
(Haus  and  Rossmann  1970).  The film samples  and  the  sensitometry  strip were 
developed  at  the  same  time in a  Kodak  M-6  X-Omatic film processor. 

Film  densities  were  measured with a  Macbeth  TR 524 transmission densitometer. 
For each disc image,  the  density  at  the  centre of the  beam  stop  and  at  eight  points 
around  the disc image  were measured.  The  density  outside  the disc image was taken 
as  the  average of the eight  readings. The sensitometric  curve was also measured with 
the  densitometer  and was smoothed by least-squares  curve-fitting with discrete 
Legendre  polymonials  (Chan  and  Doi  1978).  The film densities  both inside and  outside 
the disc  images  were  converted to relative  absorbed  energy in the  screens by means 
of the  same  characteristic  curve,  regardless of differences in the  spectral  distribution 
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of the  radiation causing the film density in these  areas.  This is justified  since,  as was 
discussed by Chan  (1981), a family of energy-dependent  characteristic curves is 
reduced to  one curve  when the abscissa is expressed in terms of absorbed  energy 
rather  than of exposure. Since the  exposure  outside  the  beam  stop was caused by 
both  primary  and  scattered  radiation,  whereas  the  exposure  under  the  beam  stop was 
caused by scattered  radiation  alone,  the  ratio of the  absorbed  energy in the  centre of 
the disc image to  the  absorbed  energy  outside  corresponded  to  the  scatter  fraction 
measured  at  this  diameter of the  beam  stop.  The  scatter  fractions  measured for  each 
beam  stop of the  same  diameter  and  recorded  on  the  three films were  averaged.  The 
same  procedure was carried  out  on  the  corresponding  three films which were  exposed 
without  the  Lucite  phantom.  We  assumed  that  the  scattered  radiation  on  the  former 
three films  was composed of scattered  radiation  from  the  phantom  and  from  the 
surroundings,  and  that  the  latter films recorded only the  scattered  radiation  from  the 
surroundings. The scatter  fraction due  to  the  phantom  alone was therefore  obtained 
by subtraction of the  scatter  due  to  the  surroundings  from  the  total value.  Finally, 
the  scatter  fraction for an  unperturbed  beam,  i.e.,  the value  measured with a  zero-area 
beam  stop, was derived by linear  extrapolation of the six corrected  fractions  versus 
the  area of the  beam  stops. 

It is difficult to analyse the  propagation of errors in the complicated  procedures 
just  described  for  the  determination of the  scatter  fraction.  Therefore, we examined 
the reproducibility of the results in order  to  obtain an  estimation of the  experimental 
uncertainty. The measurement of the  scatter  fractions  at six different  thicknesses of 
Lucite was repeated seven  times with the  Par  Speed/XRP system  as the  recording 
system. The  standard  deviation of one  measurement, as  estimated  from  these  results, 
was 0.015. Since all scatter  fractions  were  determined with similar  procedures,  it is 
expected  that a standard  deviation of this  magnitude  would  be  applicable to all results. 

5. Comparison of experimental  scatter  fractions  with  Monte  Carlo  results 

5.1. Dependence on recording system 

In  the first series of experiments,  the  scatter  fractions were  measured  as  a  function 
of Lucite  thickness  with  eight  different  screens.  Kodak XRP film was combined  with 
the screens,  except  for the  Lanex  Regular system, with which the green-sensitive 
Kodak OG film was used. The  tube voltage was fixed at 80 kV.  Exposures  were 
made with the screen  and film contained in a  vacuum  cassette. The casette  had  an 
aluminum  backing  and  a  thin  plastic  surface which was practically transparent  to  x-rays. 

The scatter  fractions  were  calculated with the  Monte  Carlo  program  under  input 
conditions which corresponded to  the  experiments.  Figure 9 shows  a  comparison 
between  the calculated  and  experimental  results  for the  Par  Speed/XRP  and  Lanex 
Regular/OG systems. It is evident  that  the  scatter  fractions calculated by Monte 
Carlo simulation  agree closely with the  experimental  data. The measured  scatter 
fractions  for  the  other six screens  were  plotted  against  the  calculated  results  as  shown 
in figure 10.  The  scatter  fractions were determined  for Lucite  thicknesses  between 
2.5 cm  and 20 cm.  The  diagonal  straight line  indicates the curve  expected if the 
calculated  scatter  fractions are exactly the  same as the  measured values. It is apparent 
that  the  data points  agree with the  expected  curve within the  experimental  standard 
deviation of 0.015  for all of the screen-film systems. 
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Figure 9. Comparison of measured  scatter  fractions 
with  results of Monte  Carlo  calculations for Par 
Speed  and  Lanex  Regular  screens.  The  scatter  frac- 
tions  were  determined  for  Lucite  phantoms  irradi- 
ated  with  an 80 kV  x-ray  beam. 
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Figure 10. Comparison of measured  scatter  frac- 
tions  with  results of Monte  Carlo  calculations  for 
six screens:  Detail,  Hi-Plus,  Quanta 11, Quanta 111, 
X-Omatic  Regular,  and B G Mid  Speed.  The  scatter 
fractions  were  determined  for  Lucite  phantoms of 
thicknesses  between 2.5 cm and 20 cm. The  incident 
spectrum  was 80 kV.  Vacuum  cassette. 

The results of these  comparisons  support  the validity of our  Monte  Carlo simula- 
tion;  they also  indirectly verify the simple  conversion  relationship  between film density 
and  energy  absorbed in the  screens which was assumed in the calculations.  It will be 
noted  from  these  results  that  both  our  Monte  Carlo  simulation  and  our  experimental 
approach  can  distinguish  differences in the  scatter fractions due  to  the use of different 
screens. 

5.2. Dependence on energy of incident spectrum 

Scatter  fractions  at  tube  voltages of 60 kV, 80 kV, 100 kV,  and 120 kV  were  measured 
as  a  function of Lucite  thickness.  Par  Speed  screens with XRP film  in a  vacuum 
cassette  were used as the  recording system.  Figure 11 compares  the  measured  and 
calculated  scatter  fractions  for the 60 kV, 100 kV,  and 120  kV incident  beam  energies; 
the  results  at 80 kV  are included in figure 9. The curves are  Monte  Carlo results, and 
the  points  are  experimental values.  It can be  seen  that  the  scatter  fractions increased 
slightly with tube voltage. The increase was approximately  0.02  to  0.03  from 60 kV 
to 80 kV,  depending  on  the  Lucite  thickness,  and less than  0.01  from 80 kV to  120  kV. 
The  experimental  results  agree closely with the calculated  values  for the 80 kV, 
100 kV,  and 120  kV  beams.  For  the 60 kV  incident  beam, the  measured  scatter 
fractions  were  about  0.01 higher  than the calculated  values.  However, if we consider 
the  several  factors which affect the accuracy of the  two  approaches,  namely  the 
experimental  errors in scatter  fraction  measurements,  the  uncertainty in the cross- 
section data  for  the  Monte  Carlo calculation, and  the possible  difference in the incident 
x-ray  spectra used for  the  experiment  and  the  simulation,  the  agreement is satisfactory. 
The results of these  comparisons  therefore  support  the validity of the  Monte  Carlo 
simulation  for  different  incident  spectra in the diagnostic  energy  range. 
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Figure 11. Comparison of measured  scatter  fractions with Monte Carlo results  for 60 kV, 100 kV,  and 
120 kV incident  beams.  The  scatter  fractions  were  determined  for  Lucite  phantoms of thicknesses  between 
2.5 cm and 20 cm.  Par  Speed  screens in a vacuum casette  were used as the  recording  system. 

6. Edge  response of scattered radiation 

The point  spread  function of the  scattered  radiation  from a  homogeneous  phantom, 
recorded  on a screen-film system, is assumed to  be rotationally  symmetric. Hence 
the  corresponding  line  spread  function  can  be  obtained  from  a  one-dimensional 
integration  along any axis of this  isotropic  point  spread  function. If the point  spread 
function, PSF(X, y ) ,  is integrated  along  the y-axis, the line  spread  function, LSF(X, y), 
is given by 

m 

LSF(X) = PSF (x, y )  dy 5 
-m 

m 

= 2 J 
r = x  

Direct  determination of the line spread  function with the slit method is usually 
impractical  because of the very broad  and low-intensity  distribution of the  scattered 
radiation.  An  alternative  approach is to measure  the  edge  response  and  to  derive  the 
line spread  function by numerical  differentiation;  however,  this can cause  large 
fluctuations. For  comparison,  the  line  spread  function  obtained by Monte  Carlo 
simulation was integrated to yield the  edge  distribution, which was then  compared 
with the  experimentally  measured  edge  response. 

To  determine  the  edge  response of scattered  radiation, we assumed that  the 
radiation  incident  on  the  scattering  medium is a step  function of intensity io: 

i , ( x )  = io, x 3 0 

= 0, x <o. (15) 

The  spatial  distribution, E ( x ) ,  recorded  on a screen-film system is given by a  con- 
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volution of the  transmitted primary  radiation, which is a step  function of intensity 
i,, with the line spread  function of the  scattered  radiation  (Doi 1968), yielding 

X 

E ( x ) = i , + i ,  LSF(x’)dx’,x>O I 
“a: 

X 

= i, I LSF (X’) dx’, x < 0. 
-m 

The screen-film unsharpness was neglected in the  derivation of these  relations. 
The  experimental  arrangement  for  the  measurement of edge  responses was similar 

to  that  for  the  measurement of scatter  fractions (figure 8). The lead discs were  replaced 
by a  lead  plate,  the  edge of which was aligned with the  central ray  such that  the lead 
plate  shielded one half of the  Lucite  phantom  from  the incident  radiation.  The  plate 
consisted of a 3 mm thick layer of lead  supported by a 3 mm thick  layer of aluminum. 
The  sharp  edge of the  lead  plate was placed  parallel to  the  tube axis to  reduce  the 
non-uniformity of the incident x-ray field due  to  the  Heel effect. With  a 200 km 
focal  spot  and a  200 cm focal-spot-to-film  distance, the effect of geometric  unsharpness 
on  the  edge  image would be negligible. The spacing  between the  phantom  and  the 
film was fixed at  2.5 cm for all exposures.  A  vacuum  cassette was employed  because 
it  provided  good  contact  between the  screens  and  the film. After  exposure,  the film 
was developed  together with an  intensity-scale  sensitometry  strip. 

The  edge image  and the  sensitometric (H & D) curve  were  scanned with a GAF 
model 101 one-dimensional  microdensitometer. An effective scanning aperture 7 km 
in width  and 1300 km in length was used. The  output signal of the  microdensitometer 
was recorded  on a  linear  chart  recorder  and also digitised by an analog-to-digital 
converter.  The  analog-to-digital  converter was interfaced with a PDP  8/e  computer, 
which stored  the  discrete  output  data  taken at the sampling  distance that had  been 
preset  on  the  interface.  For  the  edge scans,  a  scanning  speed of 10 mm min” and  a 
sampling  distance of 200 km were  chosen. Typically, a  distance of 14 cm was scanned 
for  each  edge  distribution.  The H & D  curve,  scanned with the  same micro- 
densitometer settings and  smoothed by curve-fitting, was used for  conversion of the 
film density to relative  absorbed  energy  on the  screens.  The  measured  edge  response 
was then scaled  and compared  to  the  edge  distribution  predicted by the  Monte  Carlo 
simulation. The  data analysis procedures,  including H & D curve-smoothing,  density- 
to-absorbed-energy  conversion, scaling, and  comparison,  were  carried  out  automati- 
cally with the  PDP  8/e computer. 

The  edge  responses  were  measured  for various  Lucite  thicknesses, tube voltages, 
and screen-film systems.  Figures 12(a)-(c) show the  comparisons  between  the  experi- 
mental  results  and  the  Monte  Carlo  edge  distributions  for  the  Par Speed/XRP system 
at 5 cm, 10 cm, and 15 cm  Lucite  thickness,  respectively, at 80 kV tube voltage. 
Figures 13(a)-(c)  illustrate  similar  comparisons  for  the  Lanex  Regular/OG system. 
The  Monte  Carlo  edge  distributions  are  plotted as solid curves,  and the  dots  are 
derived  from  the  microdensitometer  scans at a 200  km sampling  distance.  Both  the 
experimental  and  calculated  distributions  are  scaled  such  that  the  transmitted  primary 
components  have unit  intensity, which is equal  to  the  magnitude of the discontinuity 
at  the  edge  boundary.  The  large fluctuation in the high-density  region of the  experi- 
mental  edge  distribution is caused mainly by the high electronic noise of  the 
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Figure 12. Comparison of measured  edge  responses 
of scattered  radiation  with  Monte  Carlo  results for 
Par  Speed  screens.  The  edge  responses  were  deter- 
mined for Lucite  phantoms of thicknesses ( a )  5 cm, 
( 6 )  10 cm,  and (c)  15 cm irradiated  with  an 80 kV 
incident  beam. 
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Figure 13. Comparison of measured  edge  responses 
of scattered  radiation  with  Monte  Carlo  results for 
Lanex  Regular  screens.  The  edge  responses  were 
determined for Lucite  phantoms of thicknesses [a  j 
5 cm, ( 6 )  10 cm,  and (c )  15 cm  irradiated  with  an 
80 kV  incident  beam. 

microdensitometer  when  the  light  transmission  through  the film sample is low. It  may 
also be  noted  that  the film graininess  increases with density. The density  fluctuation 
is amplified further by the  sensitometric  conversion,  since  the  gradient of the H & D 
curve  decreases  at high densities. 

Excellent  agreement was observed  for  both  recording systems  with the 5 cm thick 
phantom.  For  thicker  phantoms,  the  edge  image  from  the  low-exposure region to  the 
high-exposure  region  spans a large  density  range. Since the slope on the  shoulder of 
the H & D curve  tends  to  be affected more strongly by fluctuations in the  exposure 
and  development  conditions,  the  greater  uncertainty in the sensitometry may account 
for  the  deviation of the  measured  distribution  from  the  Monte  Carlo  results in the 
high-exposure  regions.  However, in general,  the  experimental  and calculated edge 
responses  agreed very closely in every  case,  except  for some  small local deviations. 
The results of the  comparison  indicate  that  the  Monte  Carlo  simulation  and  the 
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calculated  response of the  recording systems  can  accurately  predict the  spatial  distribu- 
tion of the  scattered  radiation. 

It is possible to derive  the  scatter  fraction  from  the  edge  distribution  (Doi 1968). 
From  equations (1 l), (14), and (16), it follows that 

and 

Hence, 

E(O-) is "_ - 
i, Zip' 

Therefore,  the maximum  value on  either side of the  edge  distribution is equal  to  one 
half of the  scatter-to-primary  ratio.  The  edge  response  thus  provides  an  estimate of 
the  scatter  fraction.  However,  the  uncertainty of this  measurement will be large,  since 
it is difficult to  determine E(O-) or E(OC) accurately  because of the  data fluctuation 
on  the  measured  edge image. 

7. Discussion and conclusions 

Monte  Carlo  simulation is a  practical  approach to  the  study of the physical characteris- 
tics of scattered  radiation.  Once  the  Monte  Carlo  program is developed,  it is relatively 
simple,  compared to experimental  measurements, to perform  a  systematic  investigation 
of the  dependence of the characteristics of scattered  radiation  on  various  imaging 
conditions. The  Monte  Carlo calculations  can  also  provide  results  such  as the  probabil- 
ity of occurrence of the different  interaction  processes  and  the  distribution of the 
number of interactions in a  photon  history, which are  difficult-or even impossible-to 
measure  experimentally.  However, in a Monte  Carlo simulation  study, it is of prime 
importance to test  the  program  thoroughly  and to verify the  output with sufficient 
experimental  evidence  before  the  results can be  accepted as  representing  the  expected 
physical processes. 

In  this  study, we have  demonstrated  that  the sampling  schemes used in our  Monte 
Carlo  code  can  generate  random  samples  from  the  distribution  functions which describe 
the physical processes of photon  interactions.  The validity of our  Monte  Carlo 
calculations  has  been verified by comparison with experimental  results in various 
applications. We  have shown here  that  there is close agreement  between  the results 
determined by Monte  Carlo calculations  and by experiments  for  the  scatter  fractions 
and  the  edge  responses of scattered  radiation  recorded in the image  plane  for  various 
phantom sizes, x-ray  tube voltages,  and  recording  systems. In a  previous  study, we 
used the  Monte  Carlo  program  to  determine  absorbed  dose  and  backscatter  factors 
in mammography  (Doi  and  Chan 1980, Chan  and  Doi 1981, Chan 1981), and we 
obtained  good  agreement  for  comparisons of backscatter  factors  determined with LiF 
thermoluminescent  dosemeters for four  tissue-equivalent  phantoms.  In  a  recent  study 
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of the  angular  and  spectral  distributions of the  scattered  radiation  transmitted  through 
a  phantom  under  mammographic imaging  conditions  (Klein et a1 1981), close agree- 
ment was observed  between the results  predicted by our  Monte  Carlo  calculations 
and  experimental  measurements.  Furthermore, in a  Monte  Carlo  simulation  study of 
detector  responses  for  x-ray  spectrometer systems (Chen et a1 1980,  Chan  1981), 
good  agreement was obtained in the  comparisons of detector  response  curves  for  both 
a  germanium crystal and  a silicon crystal,  indicating  that our  Monte  Carlo calculations 
can  accurately  simulate  the  photon  interaction  processes within the  scattering  medium. 
These  comparisons  thus  provide  strong  evidence in support of the validity of our 
Monte  Carlo calculations. 

Finally,  it  should be noted  that  results  predicted by Monte  Carlo  simulation  contain 
statistical  uncertainties  caused by the probabilistic nature of the  method  as well as 
potential  systematic  errors  caused by the  uncertainties in the  input  data?  and in the 
physical model of the  photon  interaction  processes.  The statistical  uncertainties  can 
be  reduced by variance-reduction  techniques  and by an  increase in the  number of 
input  photons.  The  systematic  errors  are difficult to estimate.  We  have  proposed  a 
simulation  method  to  estimate  these  errors  (Chan  1981).  However, we did  not  proceed 
any  further in this  direction  because it is known that  comparison with experimental 
measurements is a  more  direct  and practical approach  to  determine  the accuracy of 
the  calculated  quantities.  Based on the close agreement  between  the  experimental 
results and  the  Monte  Carlo  predictions which we obtained, it appears  that  the  Monte 
Carlo  simulation  can  predict  the  photon  scattering processes  accurately  and  that  the 
potential  systematic  errors  do  not bias the  results  substantially. 

Acknowledgments 

The  authors  are  grateful  to Mrs E F Land  for editing the manuscript,  and to  Mr Scott 
M  Dickerson  for  secretarial  assistance. 

This  work was supported in part by USPHS  Grant  CA-24806. 

Resume 

La  validite  d’une  simulation  de  Monte  Carlo  dans les etudes  du  rayonnement  diffust  en  radiologie 
diagnostique. 

Nous avons  developpi un programme  utilisant la mkthode  de  Monte  Carlo pour simuler la diffusion  des 
photons  dans  des  fant6mes  equivalent-tissu pour des  rayons x incidents  dans la gamma  d’energie  utilisee 
en  diagnostic.  Cette  ttude  nous  a  permis  de verifier que les schCmas d’echantillonnages  aleatoires  en 
accord  avec  les  distributions  de  probabilitC  thtorique  qui dCcrivent le processus de diffusion  des  photons. 
Le  programme  de  Monte  Carlo  a  it6 utilise  pour  determiner les fractions  diffusees et les rCponses  des 
bords  pour  des f a n t h e s   d e  differentes  tailles,  Cnergies de rayons X et  systtmes  d’enregistrement.  Ces 
qualitees  ont  et6  aussi  mesurees  expCrimentalement  dans  des  conditions  comparables  d’imageries.  L’accord 
entre les  resultats  predits  et  expirimentaux  est  excellent.  Cette  etude Ctablit la validite de  nos  calculs  de 
Monte  Carlo  pour  les  Ctudes  des  caracteristiques  physiques  du  rayonnement  diffuse  en  radiologie  diagnos- 
tique. 

f The uncertainties of the  tabulated  form  factors  and  incoherent  scattering  functions  used in this  study 
were  not  specified in the  references  (Hanson er a1 1964,  Cromer  and  Mann  1967,  Cromer  1969,  Cromer 
and  Waber  1974).  The  cross-section  data for the  three  individual  processes  were  stated  to  be  accurate 
within  3%,  and  the  total  cross-section  data  were  accurate  within  10%  by  comparison  with  measured 
cross-sections  (Storm  and  Israel  1970). 
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Zusammenfassung 

Die Anwendbarkeit von Monte-Carlo-Simulationen bei der Untersuchung der Streustrahlung in der 
Rontgendiagnostik. 

Unter Verwendung von Monte-Carlo-Methoden wurde ein Computerprogramm entwickelt zur Simulation 
der Streuung von Photonen in gewebeaquivalenten  Phantomen, wobei die  Energien  der  Rontgenstrahlen 
in einem fur die Diagnostik iiblichen Bereich lagen. Die Untersuchung  bestatigte, dafl die im Programm 
benutzten  Probenmethoden  Zufallsproben  erzeugen in Ubereinstimmung mit den  theoretischen 
Wahrscheinlichkeitsfunktionen, die  die  Photonenstreuprozesse  beschreiben.  Das  Monte-Carlo-Programm 
wurde angewandt zur Bestimmung der  Streuanteile und der Randeffekte  fur verschiedene Phantomgroflen, 
Rontgenstrahlenenergien und Aufnahmesysteme. Diese Groflen  wurden auch experimentell  unter 
vergleichbaren Abbildungsbedingungen gemessen. Zwischen den  vorhergesagten und den  experimentellen 
Ergebnissen erhielt man eine  hervorragende  Ubereinstimmung. Diese Untersuchung bestatigt die Giiltig- 
keit unserer  Monte-Carlo-Rechnungen iiber die physikalischen Eigenschaften der Streustrahlung in der 
Rontgendiagnostik. 
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